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1. INTRODUCTION

The classical problem of Chebyshev referred to in the title concerns the
best approximation of a power xTi. by a polynomial Q,,-lx) of degree
11 ~ 1, using the sup norm over the interval (-1, 1]. The resulting poly­
nomial )(11- - Q'Il-l(X) is the Chebyshev polynomial of the first kind
T,lx) = cos nf) (x = cos ()) with leading coefficieat set equal to one. The
problem considered here is to approximate the powers XS+l, Ss-,-2,.,., :-:;"

simultaneously using the lower terms 1, x ..... X S
• Let F(x) = (1, x, .." X'i)

(primes will denote transposes), f~(x) = (1. X, ... , x g
) and j~(x) = (xST \

X'-;-2, ... , x'1). Further, let Q be an arbitrary (11 - 5) X (s ~,- 1) matrix and A­
be a positive definite (n ~ s) X (n - s) matrix with a fixed value, say 1,
for its determinant. It is required to find the value of both Q and A wh~ch

will minimize the supremum over [-1, 1] of

Note that when s = 11 - 1 we have the original problem of Chebyshev. The
solution to the generalized problem arose from a problem in the opti,lla~

design of experiments. It is arrived at fairly simply using certain "canonic:il
moments" of measures on [-1, 1]. The simplicity of the solution seeJ1S to
require minimizing over the matrix A as "vell as the polynomial part Q.

A solution to the original problem using the canonical moments is descr~bec

in the Section 2. Section 3 describes the general soIr;tion. Some examples
are considered in the final section together \\lith some pr(;perties of the general
solution.
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2. SOLUTION OF ORIGINAL PROBLEM

In this section we give a solution to the original problem using canonical
moments. Let q denote a vector of dimension n + 1 with a 1 in the last
component. The problem is then to minimize

sup I q'f(x)1 2

xe[-l,l]
(2.1)

with respect to q. If gdenotes an arbitrary probability measure on [-l~ I]
then (2.1) may be replaced by

sup f (q'f(X»2 d~(x) = sup q'M(~) q,
~ ~

where M(~) is the (n + 1) x (n + I) matrix with elements

i,j = O~ 1,... ~ n.

Using game theoretic arguments it may be shown that

p = inf sup q'M(~) q = sup inf q'M(~) q.
q E ~ q

Letting e' = (0,... , 0, I) it then follows that

-1 __ . f (e'q)2
p - IV s~p q'M(~) q

= inf e'M-1(t) e.
g

The last equality uses Schwartz's inequality. Note for later reference that
equality is achieved for the supremum over q if and only if

(2.2)

The problem is now to minimize

(2.3)

where I NJ(g)j and I M l1(t)I are the determinants of M(f) and

Mn(g) = I frCx) f'r(x) d~(x).

The two determinants involved and their ratio have a simple expression
in terms of the canonical moments of f For any probability measure ~

on [-1, 1] let Ci = JXi dg(x), i = 0, 1,.... Now let Ck + denote the maximum
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value of the kth moment over measures fL having the same first k - i
moments as g. That is, consider those fJ, on [-1, 1] with f Xi dfL(X) = Ci

for i = 0, 1,... , k - 1; then Ck+ = supl.' f xk dfL(X). Similarly let C,~- denote
the corresponding minimum. The canonical moments are defined by

k = 1,2,....

Whenever C/c- = Ck+ we leave the Pk undefined. If we then let

"IJo = qo = 1, j = 1,2,... (p, + q, = 1),

the determinant! M(g) [ is (see Skibinsky [41 or Studden (5]) a multiple of

n

IT ( )11+1-i
'rf2z-1'Tl2i •

1=1

The ratio in (2.3) then turns out to be a constant times

n:=1 ('lJ2i_l'lJ2iYT
l-t

n~1 (7]2i_17]2Jn+1-i •

For s = n - 1 this quantity is the inverse of

2n-l

P2n TI P,qi,
1=1

which is maximized for

(2.4)

Pi = l, i = 1, 2, ... , 2n - 1, P2n = 1 (2.5)

(The general solution is given in (3.4) below). Now the measure with density

(2.61

has canonical moments Pi == ~. See Skibinsky [4] or Karlin and Studden (2,
p. 120]. Since the moments Co = 1, C1 , ... , C," and P1 ,P2 ,..., Pic are in 1-1
correspondence, the minimizing measure gn-l corresponding to (2.5) has
its first 211 - 1 moments equal to those of the measure (2.6).

The solution to the original problem, namely that Tn(x), with leading coeffiQ

dent 1, minimizes (2.1) now follows. It can be shown using the corresponding
q = qn-l from (2.2) that the polynomial q~-lf(x) is orthogonal to x~;,

k = 0, 1,... ,17 - 1, with respect to the measure in (2.6).
The measure gn-l corresponding to (2.5) is an "upper principal represen-
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tation" for the measure (2.6). It concentrates mass proportional to
1:2:2:... :2:1 at the 11 + 1 zeros of (1 - x2) T~(x) = O. This can be verified
by noting that gn-l provides a quadrature formula corresponding to the
measure (2.6) which is exact for polynomials of degree 2n - 1. This
quadrature formula is a classical Bouzitat formula of the second kind. (See
Ghizzetti and Ossicini [1].) It may also be verified by noting that the support
of ~n-l must be the points where Tn2(X) attains its supremum, i.e., the zeros
of (1 - x2

) T~(x) = O. The corresponding weights at these points may be
obtained by matching up the first n moments and requiring total mass equal
to 1.

3. THE GENERAL SOLUTION

As indicated in the introduction the problem now is to find the Q and A
which will minimize the supremum on [-1,1] of the quantity d(x; Q, A)
defined in Eq. (1.1). A considerable simplification is obtained if we use some
of the results from Karlin and Studden [2, p. 367, Theorem 8.1J. It is shown
there that the minimizing Q and A are of a certain form. For any ~ we par­
tition the matrix .Nl(f) according to 11 and h by defining

Mu(g) = 111u = f fiji dg, k!2Z = JlJf dg and

M{z = Al12 = fIll; d~

so that

The minimizing Q is shown to be of the form

(3.1)

where ts maximizes the determinant of the matrix

(3.2)

The matrix A was normalized to have determinant equal to one. The mini­
mizing A is the matrix A(gs) suitably normalized. Since the normalization
does not change the problem we can restrict the matrix A to have determinant
equal to that of A(ts).

Now the identity

(3.3)
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shows that minimizing IA(g)! is equivalent to minimizing (2.4) for general s.
The minimizing measure gs can readily be shown to have canonical moments

1
p, = i"

I
1

P21 =: 2:'
/1-i+1

2.'l - 2i + 1 '

= 1,

i odd,

i = 1,2,." . .'I,

i = s + 1, s -;-- 2, .... 11 - i,

i = n,

One can now convert back to the measure gs , then to the ordinary moments
of ~ s and then to the matrices Q and A. It is also possible to evaluate the
ordinary moments of go' used in Q and A directly from the c~nonicalmomems
given in (3.4). These relationships are described more fully in Skibinsky [41
or Studden [5] and relate the power series generating the ordinary moments
with its continued fraction expansion.

Let b;; = t, 8, = Q2.i-? P2.i' i = 1, 2,... and define U;; recursively bv
UQi ~ 1, j-= 0, I, ... and for i :( j

j

[}i) = I Sk-i+lUi - l ,k ,

/':=i

i,j=1,2.....

Whenever Pi = l for i odd the ordinary moments Ci = Jx; d~ ate then give;}
by

C2.i-l === 0, . ''''I = 1, L., .•. , 11. (3.6)

The relationship between the Pi and the Ci is slightly more involved when
the symmetry producing P2i-l = l is not present.

The .'Jlinimizing measure gs also has a simple description. See Studder:.
[5]. The support of t s consists of the points ±1 a~d the it - 1 zeros of

where

1 (n - s - 1)
0: =-

s 2 (2T1 - 2s -- 1) s = 0, 1, .... n - i

and p; and t: are the derivatives of the Legendre and Chebyshev polynomials
p,Jx) and T".(x) normalized so that their leading coef6.cients are one. (V.[e
note that T{(x) is the Chebyshev polynomial of the second kind and P~.(x),

k = 1,2,... are orthogonal to (1 - x 2) dx, however we pc-efe!" to kaye things
in terms of Pic and Tk .)
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The weights that gs assigns to each of the zeros Xzof (3.7) and ±1 are
given by

2
i = 0, 1, .. " It, (3.8)

where UzsCx) is the Chebyshev polynomial of the second kind,

U ( ) = sin(k + 1) e
k

X sinO' x = cos e.

4. EXAMPLES AND FURTHER PROPERTIES

As mentioned at the beginning of Section 3 the reduction of the minimizing
A and Q to the form (3.1) and (3.2) is given in Karlin and Studden [2]. The
same Theorem 8.1 on p. 367 also says that with the matrix A of the form
(3.2) the quantity d(x; Q. A), with the minimizing Qs = Q(gs) and As = A(gs),
satisfies the inequality

(4.1)

For s = n - 1 the expression d(x; Qs , As) reduces to Tn2(X). Equation
(4.1) is then just the familiar fact that Tn2(X) ::::;; 1 for x E [-1, 1].

The polynomial Tn is orthogonal to x k • k = 0, 1, ...• n - 1 with respect
to (2.6). Since the minimizing measure en-l and (2.6) have the same moments
Co. Cl , .... C2n-l it follows that tn and xk are orthogonal with respect to gn-l .

There seems to be no analog to (2.6) for the general measure gs . However
if we define

then the polynomials g;, i = s + 1,... , n are orthonormal and orthgona1
to 1, X, ... , X S with respect to the measure gs' See Kiefer [3) or Karlin and
Studden [2].

As a specific example consider the case n = 3. Using Eq. (3.4) we note
that all the odd canonical moments are equal to t while the even moments
are

s = 0 3/5 2/3 1
s = 1 1/2 2/3 ' 1
s = 2 1/2 1/2 1

A few further calculations using (3.6) and (3.5) give the ordinary moments.
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The odd moments C21-1 are zero while the even moments are given by the
following:

s = 0 3/5 13/25 63/125
s = I 1/2 5/12 29/72
s = 2 1/2 3/8 11/32

Equation (4.1) for the three cases then gives

s :o:::c 2:

(x:! - Ix) 16(x3 - Ix) ~ I;

s = 1:

2 1 '6 0 2 1

( X -"2 ) ( ) (X -"2 ) --- 2'
x 3 - ~x 0 18 x3 - ix ~ ,

s = 0:

For s = 0 the measure ~o has equal mass lien + 1) on the zeros of
(1 - x2) P:(x) = 0, which for n = 3 gives x = ±1 and x = ±l v3.
Fors = n - 1 the measure gn_lhas mass on the zeros of (1 - x2

) T~(x) = 0,
which are x,. = cos(vrrln) s = 0, 1, ..., n. The interior zeros have weight l/n
while ±l have weight 1/2n each. For s = 1 and n = 3 there is weight 1:10

on x = ±l/v'(; and i on x = ±1.
As a final remark observe that go and gn-l give essentially equal weight

to the zeros of (1 - x 2) P~(x) = 0 and (l - x 2) T~(x) = 0, respectively. The
zeros of all the classical polynomials distribute themselves according to the
density given in (2.6). Therefore go and gn-l both converge (weakly) to the
measure with density (2.6) as 11 ---+ 00. The measures gs , which also depend
on n, can be shown to lie between ~o and gn-l so that they aU converge to
(2.6) uniformly in s.
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